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. Context

Question: Why look alike products have different prices?




* Price

* Reservation interval
* Departure day

* Departure time

*  Number of stops

* Origin-destination

Specialty Coffees
1. House Coffee 15 175
(Regutrlavored)
2. HotCocoa 15 225
(Hot Chocolate Made w! Milk)
3 HotTea 150 175
. (Selection of Various Teas)
[ J H ? 4 TeaAu Lait 15 225
ow many cnoilces do we nave ot
* 5. Espresso 150 175
6. Coffee 1680 185
Americano
7. Hammerhead 185 225
(House Coffee Topped w/
Espresso)
8. Cappuccino 225 275
(Espresson. Steamed Mitk w/
Froth)
9. Coffee Latte 25 300
(Espresso Layered w/
Steamed milk
10. Sweet Latte 275 325
(Lattalinfused w/ Vanda or
Hazeint)

e Who is ‘the customer’?
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o8 Introduction

©® RM systems:

The application of disciplined tactics that predict consumer behaviour at the micro-market level and

optimize product availability and price to maximize revenue growth (Robert Cross, 1998)
Recourse:  Historical Data

Main issue: Censored data and not having access to the customers’ preferences

® A Good Demand Model in RMS:

The optimization tool of demand model relies on the demand model.
1) Censored demand

2) Internal segmentation (Customer segmentation):

“A Market segment is a subgroup of people or organizations sharing one or more characteristics
that cause them to have similar product needs”

Taking competition factor and buy-ups into account by accurately representing customer
behavior (via utility estimation)

3) External segmentation (Clustering):

2 Capturing seasonal effects %
W,
% > e
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Motivation

Impact of censored demand on Revenue:
Underestimating demand by 12.5% to 25% can result in

a loss of revenue from 1% to 3%, which is significant
Weatherford and Belobaba (2002).

A

Booking limit of
product A
(high fare)
Region 2: Demand of B is either spilled
of recaptured by A
=
£
=
= ——+4+ Buyup
= _———
- - - -
= // Booking linit of
e P product B
= (low fare)
]
Region 1: Both A and B are uncensored
' >
Days prior to departure Departure day
Uncensored demand of A Uncensored demand of B
where A and B are
independent
Uncensored demand of A Censored demand of B =~ - =—-—-—--=
when demand of B is
recaptured by A (buy-up)

HBO GO is the successor to HBO on Broadband,
originally launched in January 2008, consisting of
400 hours of movies, specials and original series
(including 130 movie titles that rotate monthly) that
could be downloaded to computers, at no extra
charge for HBO subscribers. Meltdowns in HBO Go
happen usually on Sundays and it affects the stock
market. That's only because HBO is now the prime
destination for some of the greatest TV shows
existing today. But when you see their server crash
more than once, you have to wonder whether the
demand for certain TV shows is being continually

underestimated.
Ref: Greg Brian Apr 10, 2014




4> Elements of Demand Forecasting In RMS
b A2 wovc |~

Type of customers
H
Strategic
Specification

Hotel
Context y7 Railway l
Rental-Retail
Demand
Forecasting in Airline

RM

L«

Dependent

Dependency 0,

Independent

Diversions 52

A 4

Spill

Demand
characteristics

Seasonality ¢,

A 4

Seasonal effect

External 4
< Ref: Sh. Sharif, P. Marcotte, G. Savard.

A taxonomy of demand uncensoring
methods in RMS. Journal of Revenue
Management and Pricing (2014).

Segmentation S
4

Internal

)i Competition §, [———» Competition




There is no universally
“superior” method to
uncensor demand

Optimization
methods

4

Expectation
Maximization

Methods of Uncensoring Demand

Uncensoring
Methods
y
Choice based a, Statistical a
models methods

A 4

Non-linear
Programming

N Double
Projection .
. Exponential
Detruncation .
Smoothing

Choice-based

Basic methods&;

e N

Imputations

Discard censorship

Ignore censorship

Direct observe

Combined
model

Historical booking

model

A

Advanced booking
model

W/




Context 1

Universal Utility Assumption and External Segmentation

Sh. Sharif Azadeh, P. Marcotte, G. Savard. A Non-Parametric Method to Demand Forecasting in Revenue
Management Systems. Under Review. C&OR (2014)



4. Objectives
P

©® The main objectives:

To avoid primary demand and stochastic process assumption (Poisson).
To estimate daily potential demand for a given O-D .
To obtain choice probabilities based on the estimated utilities for all products.

To capture seasonal effects by clustering departure days.

W N

@ The forecasting aspect:

By modifying the choice set, we can run the simulation again and observe how
demand is expected to react to the modifications, for instance the closing of a

booking class.

S
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Original Mathematical Model

MINLP: min Z Z (pij(Sj, ui)deij — Oij)2

0. u.2
e jeJ ieS;

exp(u;)

exp(uy) + exp(ug)

subject to ;i (S;, W) = > 1 €5

kESj

dj — Z(Sczjc j cJ

> =1 jed

ceC

Zie € 10,1 cJceC.
©® The variables: je €{0,1} J €

1. External segmentation (Class membership variable) z;,
2. Product utilities u;
3. Potential demand of each cluster 6,

@ Challenges of solving MINLP
Highly non-convex even its continuous relaxation. Global and nonlinear optimizers fail to

gg} precisely solve the problem.



Input: Registered bookings O;;, set of available products, 5;

<& General Algorithm

Output: Daily demand flows d;, cluster memberships z;., utilities u;
(1) Transformation into a MIP

I Linearization

11:  Relaxation

11: Convexification




¥,

&, Transformation to MIP- Notations

sets
Product iel={1,...,|I|}
Day jeJ={1....|J|}
Cluster ce C={1,...,|C|}

Choice set  .5;, set of products available on day j

parameters variables
(), observed bookings for product i € { on day j € J €4
A;; availability status of product ¢ € f on day j € J W
RY  upper bound on potential demand for cluster ¢ € C d;
RY lower bound on potential demand for cluster ¢ € C di

Lr N .
D7 upper bound on potential demand on day j € J Pij
Df lower bound on potential demand on day 7 € J Zie
Pg upper bound on choice probability for product i € f on day 7 € J N
ij-r lower bound on choice probability of product i e I onday j € J u;
be

difference between estimated demand wy; and observed bookings O;

expected demand for product i e T onday j € J
daily potential demand (integer)

normalized daily potential demand e [0, 1]
probability of selecting product i e f on day 7 € J
cluster membership variable (binary)

normalized potential demand for each cluster e [0, 1]
utility of product 2

potential demand of cluster ¢

Ul A



Transformation to MIP-Linearization,Relaxation,Convexification

Estimation

Classification

RELAX:  min > ) e

icl jed

TUz'jAz'j — Oz_;r = Eiz'j

U u Unu

Pld; + Dypy — PrDy < w,,
Pid;+ D;py; — P Dy > w;;

L u L nUu
Fijdi + Dipy — Fij Dy 2wy
dN S Zje

Jjc
zjc+?'£"r < dﬁ+l
zijrdi*t_i rN 1

N pU

dj = diLR;

e
Rf / RE < s-'f

szﬂ:l

ce’
0 <_: Zic ‘"'_: 1

icl,jeld

rel,jed
iel,jeld
iecl,jeld
rel,jed

jeJeel
jedJcel’
je€Jcel’
j€eJ
ceC

jeJ

jedcel




General Algorithm

Input: Registered bookings O;;, set of available products, .S;

Output: Daily demand flows ¢;, cluster memberships z;., utilities u;
(1) Transformation into a MIP

1: Linearization

11:  Relaxation

ii:  Convexification

(2) Preprocessing at root node

111:  Valid inequalities
1v:  Imitial solution
Ve Domain reduction

(3) Branch-and-bound
vl: Branching strategy

vil: Adjustment of bounds at branching nodes




».Branch and Bound-Feasibility Conditions at a Branching Node

@ For the RELAX model solved by linear solver (CPLEX):

riRY <ryRy <...<mi R <...<rig Ry

@ For the original MINLP model solved by nonlinear solver (IPOPT):

PL < xXp(ti) <P Viel
U3 exp(ug) + exp(ug) — Y '
kESj

-4



Branch and Bound-Branching Strategy

1- Potential demand of each cluster §,. , stopping criterion: disjoint cluster ranges
Variable selection:
Interval length

i ={} LR RO cc

I(n) =) I(dj(n) ceC
JeEJ
2- Daily potential demand d; , stopping criterion: assigning all days to clusters

Variable selection:
Interval length
Choosing a d; with more available products

3- Potential demand of each cluster ., stopping criterion: cluster ranges reaching a singleton

4- Solving MINLP model to find product utilities u;

5- Branching on choice probabilities p;; , in case of a large gap between RELAX and MINLP
solutions

fa. A
« S
A 19 A




*,%,%}Computational Results-Algorithm Effectiveness
Y () A

—  MINLP | |
Relax | |

103 .

Gap
(

102 10°

Time




Computational Results- Perturbed Data

Time Node
Class Days Product Total Relax NLP Pre-Proc. Gen. Br. Dis. Dom. #NLP VI#1 IniSol. Best Bound Gap(%)
4 0.70 0.48 0.00 1.14 125 54 26 24 6 32 15455 5.70 5.68 0.02
T 6 4.06 231 011 2.64 539 438 30 34 228 38  761.24 7.53 6.96 0.57
8 4.23 259 017 4.19 468 362 36 51 173 44  561.02 6.66 6.30 0.36
4 4.33 230 013 4.59 436 339 40 55 168 94 536.44 30.75  30.01 0.74
14 6 15.69 7.53 036 BT 1089 902 40 137 467 115 1589.Y6 28.70  27.90 0.80
2 8 9.89 480 0.14 T0.59 590 476 61 46 234 109 121262 16.56  15.72 0.84
4 4238.61 124347 0.55 3.94 121336 71764 5178 40387 916 90 1361.45 11.87 11.03 0.84
14 6 424770 1500.89 0.84 7.80 110504 62068 3582 31329 1104 T8 1688.36 12.60 9.43 3.17
8 730253 1864.11 11.11 12.41 155860 93126 4153 41149 13749 50  8h0.01 12.13 7.45 4.68
4 8083.58 2306.41 11.50 11.52 180764 102470 5470 60386 15246 169 248,52 39.63 37.23 2.40
4 21 6 618022 177472 0.80 17.52 118253 72650 4220 23518 13046 165 132848 34.23 20.72 4.51
8 564556 224520 10.13 20,02 140178 94594 4552 27345 14177 102 1696.79 38.47  33.85 4.62
4 4064.64 1112.59 1548 23.00 94901 60890 2288 13886 19503 386 416.61 53.68 49.64 4.04
28 6 925273 3292.19 7.6V 43.23 132019 87375 5832 29557 13077 343 953.01 56.95 52.10 4.85
8 11689.00 3746.00 9.83 206.54 147664 00428 6373 32346 15746 368 123402 4563 4093 4.70

dj = dj(14v(2¢; — 1))




Comparing with KNITRO and BARON

BB Sol Baron Knitro Generalization

Class Days Product IniSol MSE Class.(%) MSE Class.(%) MSE Class.(%) MSE
2 7 4 15455 5.70 0.00 5.70 0.00 5.63 0.00 32.95
6 76124 T7.53 0.00 7.53 0.00 7.53 0.00 22.17

8 561.02 6.66 0.00 8.08 14.29 8.12 14.29 14.01

14 4 536.44 30.75 0.00 3682.29 28.57 157.58 21.43 54.58

6 1589.76 28.70 0.00 3441.98 50.00 147.56 42 86 37.94

4 14 4 1361.45 11.87 0.00 796.87 64.20 456.36 42 .86 23.67
6 1688.36 12.60 0.00 5620.43 57.14 2345.00 57.14 69.58

8 859.01 12.13 0.00 4235.06 71.43 4235.06 57.14 14.44

21 4 248.52 39.63 0.00 n\a n\a n\a n\a 41.12

6 1328.48 34.23 0.00 n\a n\a n\a n\a 44.48

8 1696.79 38.4T 0.00 n\a n\a n\a n\a 33.67

28 4 416.60 53.68 0.00 n\a n\a n\a n\a 58.51

6 953.01 56.95 0.00 n\a n\a n\a n\a 69.58

8 1234.02 45.63 0.00 n\a n\a n\a n\a 58.63




Context 2

Internal and External Segmentation

Sh. Sharif Azadeh, M.Y. Maknoon, P. Marcotte. Working Paper. Demand Modeling with Customer Segmentation
Assumption (2014)
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«&x». Methods of Uncensoring Demand

Uncensoring
Methods
y
Optimization Choice based a, Statistical
methods 4 models methods
I \ 4
Expectation Non-linear Choice-based Imputations
Maximization Programming oice-base P
Proiecti Double Combined Historical booking
rojection .
. Exponential model model
Detruncation .
Smoothing i

Basic methods&;

e N

Discard censorship Ignore censorship

Direct observe

Advanced booking

model




Internal vs. External Segmentation

Internal Segmentation:
Divides a market into distinct subsets (segments) that have similar needs (behavior). The reason behind is that

customers behavior within each segment are fairly homogeneous; therefore, they are likely to respond similarly to a
given marketing strategy (pricing, inventory control). Identifying these segments results in choosing appropriate

marketing policies to simultaneously respond to segment’s needs and to improve revenue.

* Product-based utility: u;
* Price, Brand loyalty, Quality-Comfort, Physical characteristics ...

 Customer and Product-based utility: u;*
* Demographic (age, marital status, ...), Socioeconomic (income, education, religion, ...), Life

style.

External Segmentation:
The demand of products within a given nest on a given day belongs to one of the predefined number of clusters.

The reason behind defining this type of segmentation is to capture seasonal effects based on daily demand flow for

separate customer segments.

- 4
N
ZS‘Q(
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Objectives

©® The main objectives:

To avoid primary demand and stochastic process assumption (Poisson) (Vulcano, van Ryzin)
To estimate daily potential demand for a given O-D and for a given customer segment.

To obtain product utilities for each customer segment.

To capture seasonal effects.

W N

@ The forecasting aspect:

By modifying the choice set, we can run the simulation again and observe how
demand is expected to react to the modifications, for instance the closing of a

booking class.

fa. A
« S
A 28 A




» Objectives
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Notations

sets

Product iel ={1,...,[I|}

2

Day jeJ={1,...,|J|}
Cluster ceC={1,...,|C|}

7

Nest ne N={1,...,|N|}

parameters
O;; observed bookings for product : € I on day j € J
A;; availability status of product i € I on day j € J

variables
d? potential demand of nest n on day j
pi; probability of selecting product ¢ € I on day j € J
binary assignment variable to show if potential demand of nest n € N
on day j € J belongs to cluster c € C
ul' utility of product i € I innest n € N
y:' binary variable to assign product utility ¢ € I to relevant nest n € N
n
c

potential demand of cluster ¢ in nest n




Mathematical Model
min Z Z p(.jd;l Aij — ,,,,j)

5:u:z:d:y j’EJ 'LEI
S].lhject to pU — Z ,yﬁ e‘{p‘_fli?) - = I‘_ j = J
neN JCZ@' exp(uy; ) Ar;j + exp(ug)
Z Z oo E'*ip('t,_r”) Z E‘Xp(uo) _q i e 7
el e 2 exXP(u )y Agj + exp(e 2_ exp(ug )y Ag; + exp(ug) ‘
) kel ;LEI

d} =Y orzf. jedneN

i
Z Z?c =3 jeJneN
ceC
d ur=1 iel
TI.E;NT

J;"c e {0,1} je€JceC,neN.

@ Challenges of solving MINLP
Highly non-convex even its continuous relaxation. Global and nonlinear optimizers fail to
precisely solve the problem. Heuristic method of ALNS is used to obtain assignment variables (z, y) and

%ﬁ IPOPT is used to solve the nonlinear problem (u, §). %
31 =g
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ALNS-Algorithm

Output: Best Solution SBest
sturrent . Find an initial solution
While Stopping Criterion is not met do
Randomly choose destroy and repair operators (H~, H*)
S «apply (H™,H") on Sturrent
if F(S) < F(s%¢*)
then (SBest, sCurrenty g

else

sturrent . peturn the accepted solution (S , S¢Wment)




ALNS-Algorithm

Destroy Operators (H™):

1.
2.

Randomly remove y/*

Randomly remove z*

ic (among

available choices)

Remove worst y;*

(column with the highest error)

Remove worst z;,

(element with the highest error)

History on nests y/*

History of zj,

Insertion Operators (H™):

First y;* are repaired then z/.

1.

j
Greedy insertion

Variable Selection: Random

Best insertion

Variable Selection: Product with highest

availability based on historical data

Regret insertion

Variable Selection:
Max Regret value:

max (MSE(minimum) — MSE(minimum+1))




ALNS-Algorithm

Operator selection criteria: The probability of selecting operators varies according to their

historical performance, we increase the weight of better performed operators.

Acceptance criteria: Simulated Annealing
Stopping criteria: 6<0.1 or # of iterations >10000
Initial solution: randomly assign y/*, then use regret insertion operator for Z}’é

Initial temperature: initial solution, cooling rate (a) 0.99




Computational Results
oo

Number of nests: 3

Class Days Alt MSE Time Class Nest Simulation

8 8.36 986 0.0% 4.2% 49.31

7 12 11.05 324 0.0% 0.0% 33.18

16 9.78 962 0.0% 0.0% 20.96

8 45.15 590 0.0% 0.0% 81.67

14 12 42.14 1109 0.0% 2.8% 56.77

) 16 24.31 364 0.0% 2.1% 79.52
8 56.96 571 0.0% 0.0% 71.05

21 12 47.66 975 0.0% 0.0% 60.44

16 71.69 426 0.0% 4.2% 124.90

8 71.49 302 0.0% 0.0% 64.76

28 12 69.04 456 0.0% 0.0% 58.12

16 40.09 867 0.0% 2.1% 54.63

8 16.55 1598 4.8% 0.0% 34.91

7 12 7.32 1477 9.5% 0.0% 17.54

16 5.97 1718 4.8% 2.1% 25.92

8 25.42 1458 2.4% 0.0% 73.46

14 12 22.12 663 0.0% 0.0% 50.90

3 16 30.04 1616 2.4% 2.1% 27.31
8 56.96 1433 0.0% 0.0% 55.02

21 12 36.85 1643 0.0% 0.0% 50.56

16 41.85 841 1.6% 0.0% 62.43
8 111.04 1798 1.2% 0.0% 139.58

28 12 53.97 1584 0.0% 0.0% 95.60

16 43.88 1676 0.0% 2.1% 68.47

8 17.43 1330 1.8% 0.0% 35.42

14 12 18.49 477 3.6% 0.0% 104.12

16 17.80 1454 0.0% 6.3% 21.61

8 58.19 605 0.0% 0.0% 61.53

4 21 12 50.26 552 3.6% 2.8% 66.56
16 56.48 1396 1.2% 4.2% 50.38

8 78.82 988 0.0% 0.0% 87.55
28 12 83.61 760 1.8% 2.8% 104.12

16 66.99 855 0.9% 6.3% 87.73




».Challenges and Perspectives

Large scale problems with real data
Buy-up, buy down probabilities (spill and recapture prediction)
Ordered preference lists

-4
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